**Skewness, Kurtosis, and the Normal Curve[[1]](#footnote-1)©**

**Skewness**

In everyday language, the terms “skewed” and “askew” are used to refer to something that is out of line or distorted on one side. When referring to the shape of frequency or probability distributions, “skewness” refers to asymmetry of the distribution. A distribution with an asymmetric tail extending out to the right is referred to as “positively skewed” or “skewed to the right,” while a distribution with an asymmetric tail extending out to the left is referred to as “negatively skewed” or “skewed to the left.” Skewness can range from minus infinity to positive infinity.

Karl Pearson (1895) first suggested measuring skewness by standardizing the difference between the mean and the mode, that is, ![](data:image/x-wmf;base64,183GmgAAAAAAACAK4AP/CAAAAAAuVgEACQAAA0gBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AMgChIAAAAmBg8AGgD/////AAAQAAAAwP///7z////gCQAAnAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAooDBQAAABMCAALSCRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAIwGCjJRqPR3Wqj0dwEAAAAAADAABAAAAC0BAQAIAAAAMgqIAw4GAQAAAHN5CAAAADIKcgGqAwEAAABteRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAPR3QAAAAP8GCkZRqPR3Wqj0dwEAAAAAADAABAAAAC0BAgAEAAAA8AEBAAkAAAAyCnIBAgYEAAAAbW9kZRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3QAAAAIwGCjNRqPR3Wqj0dwEAAAAAADAABAAAAC0BAQAEAAAA8AECAAgAAAAyCnIB8QQBAAAALW8IAAAAMgpgAkECAQAAAD1vHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAgQXJpYWwA9HdAAAAAlgUKj1Go9HdaqPR3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIKYAIyAAIAAABzawoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQIAAwAAAAAA). Population modes are not well estimated from sample modes, but one can estimate the difference between the mean and the mode as being three times the difference between the mean and the median (Stuart & Ord, 1994), leading to the following estimate of skewness: ![](data:image/x-wmf;base64,183GmgAAAAAAAKAO4AMACQAAAABRUwEACQAAA2sBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOgDhIAAAAmBg8AGgD/////AAAQAAAAwP///7z///9gDgAAnAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAtYEBQAAABMCAAJYDhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAPR3QAAAAH0GCo1RqPR3Wqj0dwEAAAAAADAABAAAAC0BAQAIAAAAMgqIAzAJAQAAAHN5CAAAADIKcgEmBgEAAABNeQgAAAAyCmACMgACAAAAc2scAAAA+wIg/wAAAAAAAJABAQAAAAQCACBBcmlhbAD0d0AAAADCBQrqUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQIABAAAAPABAQAJAAAAMgrAAr4BAwAAAGVzdGUcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbAD0d0AAAAB9BgqOUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAgALAAAAMgpyAewIBwAAAG1lZGlhbikACAAAADIKcgGbCAEAAAAgZQgAAAAyCnIBrQUBAAAAKGUIAAAAMgpyAeMEAQAAADNlHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdAAAAAwgUK61Go9HdaqPR3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIKcgHSBwEAAAAtZQgAAAAyCmACjQMBAAAAPWUKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQAAAAAKAAAABAAAAAAAAQAAAAEAAAAAADAABAAAAC0BAQAEAAAA8AECAAMAAAAAAA==). Many statisticians use this measure but with the ‘3’ eliminated, that is, ![](data:image/x-wmf;base64,183GmgAAAAAAAIAM4AMACQAAAABxUQEACQAAAzYBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOADBIAAAAmBg8AGgD/////AAAQAAAAwP///7z///9ADAAAnAMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAooDBQAAABMCAAI8DBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAPR3QAAAAFsDCtBRqPR3Wqj0dwEAAAAAADAABAAAAC0BAQAIAAAAMgqIA3wHAQAAAHN5CAAAADIKcgELBAEAAABNeQgAAAAyCmACMgACAAAAc2scAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbAD0d0AAAABYBgqnUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQIABAAAAPABAQALAAAAMgpyAdAGBwAAAG1lZGlhbikACAAAADIKcgF/BgEAAAAgZQgAAAAyCnIBkgMBAAAAKGUcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0AAAABbAwrRUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgpyAbYFAQAAAC1lCAAAADIKYAJBAgEAAAA9ZQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAACAAAAAQAAAAAAMAAEAAAALQECAAQAAADwAQEAAwAAAAAA). This statistic ranges from -1 to +1. Absolute values above 0.2 indicate great skewness (Hildebrand, 1986).

Skewness has also been defined with respect to the third moment about the mean: ![](data:image/x-wmf;base64,183GmgAAAAAAAAAKIAQACQAAAAAxUAEACQAAA6MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAQAChIAAAAmBg8AGgD/////AAAQAAAAwP///6r////ACQAAygMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAiIDBQAAABMCQAKsCRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAIEFyaWFsAPR3QAAAAMgGCrNRqPR3Wqj0dwEAAAAAADAABAAAAC0BAQAIAAAAMgocAxkHAQAAADN5CAAAADIKBgH6CAEAAAAzeQgAAAAyCgAD6QABAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbAD0d0AAAAAiBQrpUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgqyAXwIAQAAACl5CAAAADIKsgFHBAEAAAAoeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAMgGCrRRqPR3Wqj0dwEAAAAAADAABAAAAC0BAQAEAAAA8AECAAgAAAAyCsgD6QUBAAAAc3kIAAAAMgqyAYEHAQAAAG15CAAAADIKoAIkAAEAAABneRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAPR3QAAAACIFCupRqPR3Wqj0dwEAAAAAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsgDFgUBAAAAbnkIAAAAMgqyAdwEAQAAAFh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdAAAAAyAYKtVGo9HdaqPR3AQAAAAAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKsgFYBgEAAAAteQgAAAAyCrIBPgMBAAAA5XkIAAAAMgqgAtkBAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAIAAAABAAAAAAAwAAQAAAAtAQIABAAAAPABAQADAAAAAAA=), which is simply the expected value of the distribution of cubed *z* scores. Skewness measured in this way is sometimes referred to as “Fisher’s skewness.” When the deviations from the mean are greater in one direction than in the other direction, this statistic will deviate from zero in the direction of the larger deviations. From sample data, Fisher’s skewness is most often estimated by: ![](data:image/x-wmf;base64,183GmgAAAAAAAKALYAQACQAAAADRUQEACQAAA5cBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYASgCxIAAAAmBg8AGgD/////AAAQAAAAwP///6n///9gCwAACQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAj4DBQAAABMCQAJLCxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAMd3QAAAAFEJCnC3xcd3wMXHdyDAyncAADAABAAAAC0BAQAIAAAAMgrIA8YKAQAAACl5CAAAADIKyAPuCQEAAAAyeQgAAAAyCsgDoAYCAAAAKSgIAAAAMgrIA/gFAQAAADEoCAAAADIKyANGAwEAAAAoKBwAAAD7AiD/AAAAAAAAkAEAAAAABAIAIEFyaWFsAMd3QAAAAIUICv23xcd3wMXHdyDAyncAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCgYBkwgBAAAAMygIAAAAMgoAAwoBAQAAADEoHAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAUQkKcbfFx3fAxcd3IMDKdwAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKyAPUCAEAAAAtKAgAAAAyCsgD/AQBAAAALSgIAAAAMgqyAXIGAQAAAOUoCAAAADIKoAL4AQEAAAA9KBwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAMd3QAAAAIUICv63xcd3wMXHdyDAyncAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsgDqAcBAAAAbigIAAAAMgrIA9ADAQAAAG4oCAAAADIKsgHDBwEAAAB6KAgAAAAyCrIBVgUBAAAAbigIAAAAMgqgAjQAAQAAAGcoCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAEAAAD08xIAucHHdwQAAAAtAQEABAAAAPABAgADAAAAAAA=). For large sample sizes (*n* > 150), *g1* may be distributed approximately normally, with a standard error of approximately ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAAxUBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///7z///8ABAAA/AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJlAUgABQAAABMCSQF5AAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAlEBeQAFAAAAEwLWAcAABAAAAC0BAAAFAAAAFALWAcgABQAAABMCTAAmAQUAAAAUAkwAJgEFAAAAEwJMAPADHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAgQXJpYWwAx3dAAAAA7goKOrfFx3fAxcd3IMDKdwAAMAAEAAAALQECAAgAAAAyCsAB/gIBAAAAbnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbADHd0AAAACwDgoOt8XHd8DFx3cgwMp3AAAwAAQAAAAtAQMABAAAAPABAgAIAAAAMgrAAU4CAQAAAC95CAAAADIKwAE4AQEAAAA2eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAA9PMSALnBx3cEAAAALQECAAQAAADwAQMAAwAAAAAA). While one could use this sampling distribution to construct confidence intervals for or tests of hypotheses about γ1, there is rarely any value in doing so.

The most commonly used measures of skewness (those discussed here) may produce surprising results, such as a negative value when the shape of the distribution appears skewed to the right. There may be superior alternative measures not commonly used (Groeneveld & Meeden, 1984).

It is important for behavioral researchers to notice skewness when it appears in their data. Great skewness may motivate the researcher to investigate outliers. When making decisions about which measure of location to report (means being drawn in the direction of the skew) and which inferential statistic to employ (one which assumes normality or one which does not), one should take into consideration the estimated skewness of the population. Normal distributions have zero skewness. Of course, a distribution can be perfectly symmetric but far from normal. Transformations commonly employed to reduce (positive) skewness include square root, log, and reciprocal transformations.

Also see [Skewness and the Relative Positions of Mean, Median, and Mode](http://core.ecu.edu/psyc/wuenschk/StatHelp/Skew.htm)

**Kurtosis**

Karl Pearson (1905) defined a distribution’s degree of kurtosis as ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGIAIACQAAAADxWgEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALABhIAAAAmBg8AGgD/////AAAQAAAAwP///67///+ABgAAzgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbAD0d0AAAAASBArpUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKgAGuBQEAAAAzeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAIEFyaWFsAPR3QAAAAPIDCiNRqPR3Wqj0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABrAMBAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0AAAAASBArqUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAZgEAQAAAC15CAAAADIKgAF4AQEAAAA9eRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAPIDCiRRqPR3Wqj0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABxQIBAAAAYnkIAAAAMgqAAQwAAQAAAGh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAAAAAABAAAAAAAwAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), where ![](data:image/x-wmf;base64,183GmgAAAAAAAGAKIAQACQAAAABRUAEACQAAA6MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARgChIAAAAmBg8AGgD/////AAAQAAAAwP///6n///8gCgAAyQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAnMDBQAAABMCQAIeChwAAAD7AiD/AAAAAAAAkAEAAAAABAIAIEFyaWFsAMd3QAAAAGYJChu3xcd3wMXHdyDAyncAADAABAAAAC0BAQAIAAAAMgocA30HAQAAADR5CAAAADIKBgFrCQEAAAA0eQgAAAAyCgADIwEBAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbADHd0AAAACCCgoRt8XHd8DFx3cgwMp3AAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgqyAekIAQAAACl5CAAAADIKsgGaBAEAAAAoeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3QAAAAGYJChy3xcd3wMXHdyDAyncAADAABAAAAC0BAQAEAAAA8AECAAgAAAAyCsgDTQYBAAAAc3kIAAAAMgqyAegHAQAAAG15CAAAADIKoAJAAAEAAABieRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAMd3QAAAAIIKChK3xcd3wMXHdyDAyncAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsgDdQUBAAAAbnkIAAAAMgqyAUgFAQAAAFh5HAAAAPsCgP4AAAAAAACQAQAAAAIAAgAQU3ltYm9sAHdAAAAAZgkKHbfFx3fAxcd3IMDKdwAAMAAEAAAALQEBAAQAAADwAQIACAAAADIKsgHCBgEAAAAteQgAAAAyCrIBjQMBAAAA5XkIAAAAMgqgAi0CAQAAAD15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAIAAAD08xIAucHHdwQAAAAtAQIABAAAAPABAQADAAAAAAA=), the expected value of the distribution of *Z* scores which have been raised to the 4th power. *β2* is often referred to as “Pearson’s kurtosis,” and *β2* ‑ 3 (often symbolized with *γ2* ) as “kurtosis excess” or “Fisher’s kurtosis,” even though it was Pearson who defined kurtosis as *β2* ‑ 3. An unbiased estimator for *γ2* is ![](data:image/x-wmf;base64,183GmgAAAAAAAMAZYAQACQAAAACxQwEACQAAA3ECAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYATAGRIAAAAmBg8AGgD/////AAAQAAAAwP///6z///+AGQAADAQAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJAAm4DBQAAABMCQAKbDwUAAAAUAkACJxEFAAAAEwJAAnwZHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAgQXJpYWwA9HdAAAAAYwcK2VGo9HdaqPR3AQAAAAAAMAAEAAAALQEBAAgAAAAyCsoD8xgBAAAAKXkIAAAAMgrKAx4YAQAAADN5CAAAADIKygPTFAIAAAApKAgAAAAyCsoDAxQBAAAAMigIAAAAMgrKAy8RAQAAACgoCAAAADIKsAHHFgEAAAApKAgAAAAyCrABJxYBAAAAMSgIAAAAMgqwAXATAQAAACgoCAAAADIKsAGlEgEAAAAzKAgAAAAyCsoDEg8BAAAAKSgIAAAAMgrKAz0OAQAAADMoCAAAADIKygPyCgIAAAApKAgAAAAyCsoDIgoBAAAAMigIAAAAMgrKA80GAgAAACkoCAAAADIKygMtBgEAAAAxKAgAAAAyCsoDdgMBAAAAKCgIAAAAMgqwAbwJAQAAACkoCAAAADIKsAEcCQEAAAAxKAgAAAAyCrABYAYBAAAAKCgcAAAA+wIg/wAAAAAAAJABAAAAAAQCACBBcmlhbAD0d0AAAAA5BgoBUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQIABAAAAPABAQAIAAAAMgoEAVMXAQAAADIoCAAAADIKBAHVDAEAAAA0KAgAAAAyCgADIgEBAAAAMigcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0AAAABjBwraUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgrKAwQXAQAAAC0oCAAAADIKygPfEgEAAAAtKAgAAAAyCrABIBUBAAAALSgIAAAAMgqgAvoPAQAAAC0oCAAAADIKygMjDQEAAAAtKAgAAAAyCsoD/ggBAAAALSgIAAAAMgrKAyYFAQAAAC0oCAAAADIKsAFwCgEAAADlKAgAAAAyCrABEAgBAAAAKygIAAAAMgqgAi0CAQAAAD0oHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAgQXJpYWwA9HdAAAAAOQYKAlGo9HdaqPR3AQAAAAAAMAAEAAAALQECAAQAAADwAQEACAAAADIKygPXFQEAAABuKAgAAAAyCsoDshEBAAAAbigIAAAAMgqwAfMTAQAAAG4oCAAAADIKygP2CwEAAABuKAgAAAAyCsoD0QcBAAAAbigIAAAAMgrKA/kDAQAAAG4oCAAAADIKsAG6CwEAAABaKAgAAAAyCrAB4wYBAAAAbigIAAAAMgqwAYwFAQAAAG4oCAAAADIKoAI3AAEAAABnKAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAABAAAAAQAAAAAAMAAEAAAALQEBAAQAAADwAQIAAwAAAAAA). For large sample sizes (*n* > 1000), *g2* may be distributed approximately normally, with a standard error of approximately ![](data:image/x-wmf;base64,183GmgAAAAAAACAFIAIACQAAAAARWQEACQAAAxUBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7z////gBAAA3AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJiAUgABQAAABMCRgF5AAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAk4BeQAFAAAAEwLQAcAABAAAAC0BAAAFAAAAFALQAcgABQAAABMCTAAmAQUAAAAUAkwAJgEFAAAAEwJMAMgEHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAgQXJpYWwAx3dAAAAAGAwKHrfFx3fAxcd3IMDKdwAAMAAEAAAALQECAAgAAAAyCsAB1gMBAAAAbnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbADHd0AAAABlCgrJt8XHd8DFx3cgwMp3AAAwAAQAAAAtAQMABAAAAPABAgAIAAAAMgrAASYDAQAAAC95CAAAADIKwAE4AQIAAAAyNAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAA9PMSALnBx3cEAAAALQECAAQAAADwAQMAAwAAAAAA) (Snedecor, & Cochran, 1967). While one could use this sampling distribution to construct confidence intervals for or tests of hypotheses about γ2, there is rarely any value in doing so.

Pearson (1905) introduced kurtosis as a measure of how flat the top of a symmetric distribution is when compared to a normal distribution of the same variance. He referred to more flat-topped distributions (*γ2* < 0) as “platykurtic,” less flat-topped distributions (*γ2* > 0) as “leptokurtic,” and equally flat-topped distributions as “mesokurtic” (*γ2* ≈ 0). Kurtosis is actually more influenced by scores in the tails of the distribution than scores in the center of a distribution (DeCarlo, 1967). Accordingly, it is often appropriate to describe a leptokurtic distribution as “fat in the tails” and a platykurtic distribution as “thin in the tails.”

Student (1927, *Biometrika*, *19*, 160) published a cute description of kurtosis, which I quote here: “Platykurtic curves have shorter ‘tails’ than the normal curve of error and leptokurtic longer ‘tails.’ I myself bear in mind the meaning of the words by the above *memoria technica*, where the first figure represents platypus and the second kangaroos, noted for lepping.” [See Student’s drawings](http://core.ecu.edu/psyc/wuenschk/stathelp/kurtosis-Student1927.gif).

Moors (1986) demonstrated that![](data:image/x-wmf;base64,183GmgAAAAAAAKAKQAIACQAAAADxVgEACQAAA3YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAKgChIAAAAmBg8AGgD/////AAAQAAAAwP///7z///9gCgAA/AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbAD0d0AAAABfAwpEUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKoAHKCQEAAAAxeQgAAAAyCqAB/QcBAAAAKXkIAAAAMgqgAcYFAQAAACh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAgQXJpYWwA9HdAAAAAEwQKxVGo9HdaqPR3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACAAAADIK9ABdBwEAAAAyeQgAAAAyCgACKwEBAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAd0AAAABfAwpFUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAcIIAQAAACt5CAAAADIKoAE3AgEAAAA9eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAPR3QAAAABMECsZRqPR3Wqj0dwEAAAAAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABTgYBAAAAWnkJAAAAMgqgAUcDAwAAAFZhcmUcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAABfAwpGUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAUQAAQAAAGJhCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAAAAQAAAAAAAEAAAABAAAAAAAwAAQAAAAtAQEABAAAAPABAAADAAAAAAA=). Accordingly, it may be best to treat kurtosis as the extent to which scores are dispersed away from the shoulders of a distribution, where the shoulders are the points where *Z2* = 1, that is, *Z* = ±1. Balanda and MacGillivray (1988) wrote “it is best to define kurtosis vaguely as the location- and scale-free movement of probability mass from the shoulders of a distribution into its centre and tails.” If one starts with a normal distribution and moves scores from the shoulders into the center and the tails, keeping variance constant, kurtosis is increased. The distribution will likely appear more peaked in the center and fatter in the tails, like a [Laplace distribution](http://mathworld.wolfram.com/LaplaceDistribution.html) (![](data:image/x-wmf;base64,183GmgAAAAAAAEAEIAIACQAAAABxWAEACQAAAyEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///6z///8ABAAAzAEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbADHd0AAAAAbCwqgt8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAACAAAADIKgAEzAwEAAAAzeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAIEFyaWFsAMd3QAAAAI0GCgG3xcd3wMXHdyDAyncAADAABAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB9QABAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAAbCwqht8XHd8DFx3cgwMp3AAAwAAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAf8BAQAAAD15HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHdAAAAAjQYKArfFx3fAxcd3IMDKdwAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKgAEoAAEAAABneQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAAAAAAAlPMSALnBx3cEAAAALQEAAAQAAADwAQEAAwAAAAAA)) or [Student’s *t*](http://mathworld.wolfram.com/Studentst-Distribution.html) with few degrees of freedom (![](data:image/x-wmf;base64,183GmgAAAAAAAIAH4AP/CAAAAACOWwEACQAAA3MBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOABxIAAAAmBg8AGgD/////AAAQAAAAwP///7r///9ABwAAmgMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkUDBQAAABMCAAInBxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAMd3QAAAAD4MCrW3xcd3wMXHdyDAyncAADAABAAAAC0BAQAIAAAAMgqIA0EGAQAAADR5CAAAADIKcgHNBAEAAAA2eRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAIEFyaWFsAMd3QAAAABoHCoi3xcd3wMXHdyDAyncAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCsAC9QABAAAAMnkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAd0AAAAA+DAq2t8XHd8DFx3cgwMp3AAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgqIAyEFAQAAAC15CAAAADIKYAL/AQEAAAA9eRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAIEFyaWFsAMd3QAAAABoHCom3xcd3wMXHdyDAyncAADAABAAAAC0BAgAEAAAA8AEBAAgAAAAyCogDUwMCAAAAZGYcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAd0AAAAA+DAq3t8XHd8DFx3cgwMp3AAAwAAQAAAAtAQEABAAAAPABAgAIAAAAMgpgAigAAQAAAGdmCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAAAACgAhAIoBAAAAAAIAAACU8xIAucHHdwQAAAAtAQIABAAAAPABAQADAAAAAAA=)).

Starting again with a normal distribution, moving scores from the tails and the center to the shoulders will decrease kurtosis. A [uniform distribution](http://mathworld.wolfram.com/UniformDistribution.html) certainly has a flat top, with ![](data:image/x-wmf;base64,183GmgAAAAAAAGAGIAIACQAAAABRWgEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAJgBhIAAAAmBg8AGgD/////AAAQAAAAwP///67///8gBgAAzgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbAD0d0AAAADKCAoQUaj0d1qo9HcBAAAAAAAwAAQAAAAtAQAACAAAADIKgAFXBQEAAAAyeQgAAAAyCoAB7gQBAAAALnkIAAAAMgqAARsEAQAAADF5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAgQXJpYWwA9HdAAAAASQgKYVGo9HdaqPR3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACAAAADIK4AEBAQEAAAAyeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3QAAAAMoIChFRqPR3Wqj0dwEAAAAAADAABAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABSAMBAAAALXkIAAAAMgqAAQwCAQAAAD15HAAAAPsCgP4AAAAAAACQAQEAAAIEAgAQU3ltYm9sAHdAAAAASQgKYlGo9HdaqPR3AQAAAAAAMAAEAAAALQEBAAQAAADwAQAACAAAADIKgAEjAAEAAABneQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAAAAEAAAAAAAAAAAAAQAAAAAAMAAEAAAALQEAAAQAAADwAQEAAwAAAAAA), but *γ2* can reach a minimum value of −2 when two score values are equally probably and all other score values have probability zero (a [rectangular U distribution](http://core.ecu.edu/psyc/wuenschk/Gifs/Bin_n1_p.5.gif), that is, a binomial distribution with *n* =1, *p* = .5). One might object that the rectangular U distribution has all of its scores in the tails, but closer inspection will reveal that it has no tails, and that all of its scores are in its shoulders, exactly one standard deviation from its mean. Values of *g2* less than that expected for an uniform distribution (−1.2) may suggest that the distribution is bimodal (Darlington, 1970), but bimodal distributions can have high kurtosis if the modes are distant from the shoulders.

One leptokurtic distribution we shall deal with is Student’s ***t*** distribution. The kurtosis of *t* is infinite when *df* < 5, 6 when *df* = 5, 3 when *df* = 6. Kurtosis decreases further (towards zero) as *df* increase and *t* approaches the normal distribution.

Kurtosis is usually of interest only when dealing with approximately symmetric distributions. Skewed distributions are always leptokurtic (Hopkins & Weeks, 1990). Among the several alternative measures of kurtosis that have been proposed (none of which has often been employed), is one which adjusts the measurement of kurtosis to remove the effect of skewness (Blest, 2003).

There is much confusion about how kurtosis is related to the shape of distributions. Many authors of textbooks have asserted that kurtosis is a measure of the peakedness of distributions, which is not strictly true.

It is easy to confuse low kurtosis with high variance, but distributions with identical kurtosis can differ in variance, and distributions with identical variances can differ in kurtosis. Here are some simple distributions that may help you appreciate that kurtosis is, in part, a measure of tail heaviness relative to the total variance in the distribution (remember the “*σ4*” in the denominator).

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Table 1.**  **Kurtosis for 7 Simple Distributions Also Differing in Variance** | | | | | | | |
| X | freq A | freq B | freq C | freq D | freq E | freq F | freq G |
| 05 | 20 | 20 | 20 | 10 | 05 | 03 | 01 |
| 10 | 00 | 10 | 20 | 20 | 20 | 20 | 20 |
| 15 | 20 | 20 | 20 | 10 | 05 | 03 | 01 |
| Kurtosis | -2.0 | -1.75 | -1.5 | -1.0 | 0.0 | 1.33 | 8.0 |
| Variance | 25 | 20 | 16.6 | 12.5 | 8.3 | 5.77 | 2.27 |

Platykurtic Leptokurtic

When I presented these distributions to my colleagues and graduate students and asked them to identify which had the least kurtosis and which the most, all said A has the most kurtosis, G the least (excepting those who refused to answer). But in fact A has the least kurtosis (−2 is the smallest possible value of kurtosis) and G the most. The trick is to do a mental frequency plot where the abscissa is in standard deviation units. In the maximally platykurtic distribution A, which initially appears to have all its scores in its tails, no score is more than one *σ* away from the mean - that is, it has no tails! In the leptokurtic distribution G, which seems only to have a few scores in its tails, one must remember that those scores (5 & 15) are much farther away from the mean (3.3 *σ* ) than are the 5’s & 15’s in distribution A. In fact, in G nine percent of the scores are more than three *σ* from the mean, much more than you would expect in a mesokurtic distribution (like a normal distribution), thus G does indeed have fat tails.

If you were you to ask SAS to compute kurtosis on the A scores in Table 1, you would get a value less than −2.0, less than the lowest possible population kurtosis. Why? SAS assumes your data are a sample and computes the *g2* estimate of population kurtosis, which can fall below −2.0.

Sune Karlsson, of the Stockholm School of Economics, has provided me with the following modified example which holds the variance approximately constant, making it quite clear that a higher kurtosis implies that there are more extreme observations (or that the extreme observations are more extreme). It is also evident that a higher kurtosis also implies that the distribution is more ‘single-peaked’ (this would be even more evident if the sum of the frequencies was constant). I have highlighted the rows representing the shoulders of the distribution so that you can see that the increase in kurtosis is associated with a movement of scores away from the shoulders.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Table 2.**  **Kurtosis for Seven Simple Distributions Not Differing in Variance** | | | | | | | |
| X | Freq. A | Freq. B | Freq. C | Freq. D | Freq. E | Freq. F | Freq. G |
| −6.6 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| −0.4 | 0 | 0 | 0 | 0 | 0 | 3 | 0 |
| 1.3 | 0 | 0 | 0 | 0 | 5 | 0 | 0 |
| 2.9 | 0 | 0 | 0 | 10 | 0 | 0 | 0 |
| 3.9 | 0 | 0 | 20 | 0 | 0 | 0 | 0 |
| 4.4 | 0 | 20 | 0 | 0 | 0 | 0 | 0 |
| **5** | 20 | 0 | 0 | 0 | 0 | 0 | 0 |
| 10 | 0 | 10 | 20 | 20 | 20 | 20 | 20 |
| **15** | 20 | 0 | 0 | 0 | 0 | 0 | 0 |
| 15.6 | 0 | 20 | 0 | 0 | 0 | 0 | 0 |
| 16.1 | 0 | 0 | 20 | 0 | 0 | 0 | 0 |
| 17.1 | 0 | 0 | 0 | 10 | 0 | 0 | 0 |
| 18.7 | 0 | 0 | 0 | 0 | 5 | 0 | 0 |
| 20.4 | 0 | 0 | 0 | 0 | 0 | 3 | 0 |
| 26.6 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| Kurtosis | −2.0 | −1.75 | −1.5 | −1.0 | 0.0 | 1.33 | 8.0 |
| Variance | 25 | 25.1 | 24.8 | 25.2 | 25.2 | 25.0 | 25.1 |

While is unlikely that a behavioral researcher will be interested in questions that focus on the kurtosis of a distribution, estimates of kurtosis, in combination with other information about the shape of a distribution, can be useful. DeCarlo (1997) described several uses for the *g2* statistic. When considering the shape of a distribution of scores, it is useful to have at hand measures of skewness and kurtosis, as well as graphical displays. These statistics can help one decide which estimators or tests should perform best with data distributed like those on hand. High kurtosis should alert the researcher to investigate outliers in one or both tails of the distribution.

**Tests of Significance**

Some statistical packages (including SPSS) provide both estimates of skewness and kurtosis and standard errors for those estimates. One can divide the estimate by it’s standard error to obtain a z test of the null hypothesis that the parameter is zero (as would be expected in a normal population), but I generally find such tests of little use. One may do an “eyeball test” on measures of skewness and kurtosis when deciding whether or not a sample is “normal enough” to use an inferential procedure that assumes normality of the population(s). If you wish to test the null hypothesis that the sample came from a normal population, you can use a chi-square goodness of fit test, comparing observed frequencies in ten or so intervals (from lowest to highest score) with the frequencies that would be expected in those intervals were the population normal. This test has very low power, especially with small sample sizes, where the normality assumption may be most critical. Thus you may think your data close enough to normal (not significantly different from normal) to use a test statistic which assumes normality when in fact the data are too distinctly non-normal to employ such a test, the nonsignificance of the deviation from normality resulting only from low power, small sample sizes. SAS’ PROC UNIVARIATE will test such a null hypothesis for you using the more powerful [Kolmogorov](http://www.nytimes.com/1987/10/23/obituaries/an-kolmogorov-dies-at-84-top-russian-mathematician.html)-Smirnov statistic (for larger samples) or the Shapiro-Wilks statistic (for smaller samples). These have very high power, especially with large sample sizes, in which case the normality assumption may be less critical for the test statistic whose normality assumption is being questioned. These tests may tell you that your sample differs significantly from normal even when the deviation from normality is not large enough to cause problems with the test statistic which assumes normality.

**SAS Exercises**

Go to my StatData page and download the file EDA.dat. Go to my [SAS-Programs page](http://core.ecu.edu/psyc/wuenschk/SAS/SAS-Programs.htm) and download the program file **g1g2.sas**. Edit the program so that the INFILE statement points correctly to the folder where you located EDA.dat and then run the program, which illustrates the computation of *g1* and *g2*. Look at the program. The raw data are read from EDA.dat and PROC MEANS is then used to compute *g1* and *g2*. The next portion of the program uses PROC STANDARD to convert the data to *z* scores. PROC MEANS is then used to compute *g1* and *g2* on the *z* scores. Note that standardization of the scores has not changed the values of *g1* and *g2*. The next portion of the program creates a data set with the *z* scores raised to the 3rd and the 4th powers. The final step of the program uses these powers of *z* to compute *g1* and *g2* using the formulas presented earlier in this handout. Note that the values of *g1* and *g2* are the same as obtained earlier from PROC MEANS.

Go to my SAS-Programs page and download and run the file **Kurtosis-Uniform.sas**. Look at the program. A DO loop and the UNIFORM function are used to create a sample of 500,000 scores drawn from a uniform population which ranges from 0 to 1. PROC MEANS then computes mean, standard deviation, skewness, and kurtosis. Look at the output. Compare the obtained statistics to the expected values for the following parameters of a uniform distribution that ranges from *a* to *b*:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Parameter | Expected Value |  | Parameter | Expected Value |
| Mean |  |  | Skewness | 0 |
| Standard Deviation |  |  | Kurtosis | −1.2 |

Go to my SAS-Programs page and download and run the file “**Kurtosis‑T.sas**,” which demonstrates the effect of sample size (degrees of freedom) on the kurtosis of the *t* distribution. Look at the program. Within each section of the program a DO loop is used to create 500,000 samples of *N* scores (where *N* is 10, 11, 17, or 29), each drawn from a normal population with mean 0 and standard deviation 1. PROC MEANS is then used to compute Student’s *t* for each sample, outputting these *t* scores into a new data set. We shall treat this new data set as the sampling distribution of *t*. PROC MEANS is then used to compute the mean, standard deviation, and kurtosis of the sampling distributions of *t*. For each value of degrees of freedom, compare the obtained statistics with their expected values.

|  |  |  |
| --- | --- | --- |
| Mean | Standard Deviation | Kurtosis |
| 0 |  |  |

Download and run my program **Kurtosis\_Beta2.sas**. Look at the program. Each section of the program creates one of the distributions from Table 1 above and then converts the data to *z* scores, raises the *z* scores to the fourth power, and computes *β2* as the mean of *z4*. Subtract 3 from each value of *β2*  and then compare the resulting *γ2*  to the value given in Table 1.

Download and run my program **Kurtosis-Normal.sas**. Look at the program. DO loops and the NORMAL function are used to create 100,000 samples, each with 1,000 scores drawn from a normal population with mean 0 and standard deviation 1. PROC MEANS creates a new data set with the *g1* and the *g2* statistics for each sample. PROC MEANS then computes the mean and standard deviation (standard error) for skewness and kurtosis. Compare the values obtained with those expected, 0 for the means, and ![](data:image/x-wmf;base64,183GmgAAAAAAAEAEQAIBCQAAAAAQWAEACQAAAxUBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABBIAAAAmBg8AGgD/////AAAQAAAAwP///7z///8ABAAA/AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJlAUgABQAAABMCSQF5AAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAlEBeQAFAAAAEwLWAcAABAAAAC0BAAAFAAAAFALWAcgABQAAABMCTAAmAQUAAAAUAkwAJgEFAAAAEwJMAPADHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAgQXJpYWwAx3dAAAAA7goKOrfFx3fAxcd3IMDKdwAAMAAEAAAALQECAAgAAAAyCsAB/gIBAAAAbnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbADHd0AAAACwDgoOt8XHd8DFx3cgwMp3AAAwAAQAAAAtAQMABAAAAPABAgAIAAAAMgrAAU4CAQAAAC95CAAAADIKwAE4AQEAAAA2eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAA9PMSALnBx3cEAAAALQECAAQAAADwAQMAAwAAAAAA) and ![](data:image/x-wmf;base64,183GmgAAAAAAACAFIAIACQAAAAARWQEACQAAAxUBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7z////gBAAA3AEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJiAUgABQAAABMCRgF5AAgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAk4BeQAFAAAAEwLQAcAABAAAAC0BAAAFAAAAFALQAcgABQAAABMCTAAmAQUAAAAUAkwAJgEFAAAAEwJMAMgEHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAgQXJpYWwAx3dAAAAAGAwKHrfFx3fAxcd3IMDKdwAAMAAEAAAALQECAAgAAAAyCsAB1gMBAAAAbnkcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbADHd0AAAABlCgrJt8XHd8DFx3cgwMp3AAAwAAQAAAAtAQMABAAAAPABAgAIAAAAMgrAASYDAQAAAC95CAAAADIKwAE4AQIAAAAyNAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAAAAoAIQCKAQAAAAACAAAA9PMSALnBx3cEAAAALQECAAQAAADwAQMAAwAAAAAA) for the standard errors.
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Links

* <http://core.ecu.edu/psyc/wuenschk/StatHelp/KURTOSIS.txt> -- a log of email discussions on the topic of kurtosis, most of them from the EDSTAT list.
* <http://core.ecu.edu/psyc/WuenschK/docs30/Platykurtosis.jpg> -- distribution of final grades in PSYC 2101 (undergrad stats), Spring, 2007.
* [Kurtosis](http://core.ecu.edu/psyc/wuenschk/PP/Kurtosis.pptx) – slide show with histograms of the distributions presented in Table 2 above
* [Table 2](http://core.ecu.edu/psyc/wuenschk/SPSS/Kurtosis.sav) – data from Table 2, SPSS format
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